
 

Indian Point Energy Center 
450 Broadway, GSB 
P.O. Box 249 
Buchanan, N.Y. 10511-0249Entergy Tel (914) 734-6700 

J. E. Pollock 
Site Vice President 

NL-10-110 

November 2, 2010 

U.S. Nuclear Regulatory Commission 
Attn: Document Control Desk 
Mail Stop 0-P1-17 
Washington, D.C. 20555-0001 

SUBJECT::Licensee Event Report # 2010-007-00, "Automatic Reactor Trip Due to a 
Turbine Trip as a Result of a High Steam Generator Level Trip After 
Transition to Single Feedwater Pump Operation" 
Indian Point Unit No. 2 
Docket No. 50-247 
DPR-26 

Dear Sir or Madam: 

Pursuant to 10 CFR 50.73(a)(1), Entergy Nuclear Operations Inc. (ENO) hereby provides 
Licensee Event Report (LER) 2010-007-00. The attached LER identifies an event where the 
reactor was automatically tripped, which is reportable under 10 CFR 50.73(a)(2)(iv)(A) . As a 
result of the reactor trip, the Auxiliary Feedwater System was actuated, which is also reportable 
under 10 CFR 50.73(a)(2)(iv)(A). This condition was recorded in the Entergy Corrective Action 
Program as Condition Report CR-IP2-2010-05484. 

There are no new commitments identified in this letter. Should you have any questions 
regarding this submittal, please contact Mr. Robert Walpole, Manager, Licensing at (914) 
734-6710. 

Sincerely, 

JEP/cbr 

cc::Mr. William Dean, Regional Administrator, NRC Region I 
NRC Resident Inspector's Office, Indian Point 2 
Mr. Paul Eddy, New York State Public Service Commission 
LEREvents@inpo.org 

Li 
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4. TITLE: Automatic Reactor Trip Due to a Turbine Trip as a Result of a High Steam Generator 
Level Trip After Transition to Single Feedwater Purilp Operation 
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❑ 	20.2203(a)(2)(v)D❑ 50.73(a)(2)(i)(A)D❑ 50.73(a)(2)(v)(C)D❑ OTHER 
❑ 	20.2203(a)(2)(vi)D❑ 50.73(a)(2)(i)(B)D❑ 50.73(a)(2)(v)(D)DSpecify in Abstract below or 

in NRC Form 366A 

12.LICENSEE CONTACT FOR THIS LER 
NAME TELEPHONE NUMBER (Include Area Code) 

827-7765 

......T

Robert Sergi, I&C Design Engineer 	 (914)T
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13. COMPLETE ONE LINE FOR EACH COMPONENT FAILURE DESCRIBED IN THIS REPORT 

MANU- REPORTABLE 	 MANUFACTU REPORTABLE
CAUSE SYSTEM COMPONENT 	 CAUSE SYSTEM COMPONENTFACTURER TO EPIX 	 RER TO EPIX 

X JK FC N430 YTX JB LC N430 Y 

14. SUPPLEMENTAL REPORT EXPECTED 	 15.EXPECTED MONTH DAY YEAR 

❑ 	YES (If yes, complete 15. EXPECTED SUBMISSION DATE)�Erl NO SUBMISSION DATE 

16. ABSTRACT (Limit to 1400 spaces, i.e., approximately 15 single-spaced type written lines) 

On September 3, 2010, during a scheduled plant shutdown, an automatic reactor trip (RT) 

was initiated as a result of a turbine trip due to a high steam generator (SG) water 

level.T
All control rods did not indicate fully inserted as the Individual Rod Position 

Indicator (IRPI) for rod H-8 indicated 38 steps withdrawn and its rod bottom light failed 

to light.T All primary
Rod H-8 was verified to be fully inserted by alternate means.T

systems functioned properly.T
The plant was stabilized in hot standby with decay heat 

being removed by the main condenser.T
The Auxiliary Feedwater System automatically started 

as designed due to automatic trip of the MBFPs as a result of closure of the MBFP 

discharge valves from the SG high level trip.T
The direct cause of the RT was a turbine 

trip on a high SG level.T
The root cause was inadequate design control of the proportional 

band and reset tuning settings for critical plant controllers.T
There was less than 

optimum controller settings on the MBFP speed controller, Feed Regulatory Valve (FRV) flow 

controllers, and the SG level controllers for low power operation.T
Significant corrective 

actions include: I&C procedures developed from I&C Preventive Maintenance documents have 

been reviewed to ensure that the instrument calibration requirements have been transferred 

into the I&C procedures, a list of critical controllers was generated and the Equipment 

Data Base (EDB) updated with known existing settings, I&C procedures will be reviewed to 

identify changes to ensure controller calibrations maintain required settings and 

procedures will be revised to incorporate testing of critical parameters, an engineering 

evaluation will be issued and the EDB updated in the work control program with findings on 

controller settings.T
The event had no effect on public health and safety. 
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DESCRIPTION OF EVENT 


On September 3, 2010, at 10:58 hours during a scheduled plant shutdown for a forced 

outage, while at approximately 41% reactor power, an automatic reactor trip (RT) {JC} 

was initiated as a result of turbine trip (TT) due to a steam generator (SG) {AB} high 

water level {JB}. All control rods {AA} did not indicate fully inserted as the 

Individual Rod Position Indicator (IRPI) for rod H-8 indicated 38 steps withdrawn and 

its rod bottom light failed to light. Rod H-8 was verified to be fully inserted by 

alternate means. All primary systems functioned properly. The plant was stabilized in 

hot standby with decay heat being removed by the main condenser {SG}. The Auxiliary 

Feedwater Pumps (AFWP) {BA} automatically started as designed due to automatic trip of 

the Main Boiler Feedwater Pumps (MBFPs) (SJ} as a result of closure of the MBFP 

discharge valves from the SG high level trip. The event was recorded in the Indian 

Point Energy Center corrective action program (CAP) as CR-IP2-2010-05484. A post trip 

evaluation was initiated and authorization for restart completed on September 10, 2010. 


Prior to the event the unit was operating with a high upper bearing temperature for the 

21 reactor coolant pump (RCP) motor {AB}. At approximately 08:00 hours, operations 

commenced turbine load reduction for a scheduled plant shutdown to repair the 21 RCP 

motor. Power was reduced from 100% to approximately 41% between 08:00 to 10:30 hours. 

During this time both MBFPs were in operation (AUTO) with stable steam flow, Feedwater 

(FW) flow and SG level. At approximately 10:54 hours, the 21 MBFP (lead pump) was 

removed from service (approximately 6000' gpm to 3300 gpm in approximately 60 seconds). 

The 22 MBFP increased in speed to make up for the 21 MBFP being removed from service. 

However, the loss of FW flow to the SGs was not made up by the 22 MBFP immediately. 

There was a period of approximately two minutes following the securing of the 21 MBFP 

where total FW flow was reduced and resulted in a decrease in level in all four SGs. 

The 22 MBFP speed increased to restore SG water level to the controller setting. FW 

flow remained below the initial stable flow for approximately one minute with SG level 

decreasing. The.22 MBFP continued to increase in speed and flow when SG level began to 

recover. Subsequently, SG level returned to the original level but MBFP speed and FW 

flow were elevated further increasing SG level. In response to increasing SG level 

operators placed the 24 Feed Regulation Valve (FRV) in manual control to reduce FW 

flow. Approximately 30 seconds after operators took manual control of the 24 FRV, the 

22 and 23 FRV responded in AUTO and started reducing FW to their associated SGs. SG 

level was continuing to increase in SG 21, 22 and 23 but the level in SG 24 started to 

reduce. Operations initiated manual control of the 21 FRV and reduced FW flow to the 

21 SG which resulted in increased FW flow to the other SGs (22, 23 and 24). 

Subsequently the water level in the 23 SG reached the high level trip setpoint (73%) 

and a turbine trip on SG high level was initiated. A high SG level on two out of three 

level transmitters on any SG results in the automatic actuation of the following: 1) 

generator trip (86P and 86BU relays), 2) closure of the main and low flow FRVs, 3) 

closure of the MBFP discharge valves, and a turbine trip which results in a RT. 

Closure of the MBFP discharge valves causes both MBFPs to trip. An automatic trip of 

either MBFP will initiate an automatic start of the AFWPs. 


Following the unit trip, an investigation of the event was initiated. The 

investigation focused on response of the SG Water Level Control (SGLC) system {JB} 

for maintaining level and MBFP speed, and the greater than expected loss of FW flow 

associated with removing a MBFP from service at low power levels. 
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The SGWLC system consists of four three element control configurations, one for each 

SG, to control the position of its associated FRV. The SGWLC system senses steam flow 

and FW flow mismatch and deviation from level set point and sends a signal to the FRV 

positioners to modulate the FRVs. The controllers in the three element control system 

include dynamic response actions as well as static gain settings (Proportional Band). 

The gain produced changes in the controller outputs are modified by the total time that 

the sensed parameters are not on setpoint; this being the influence of Reset or 

Integral action. This occurs in both the level control (LC) and flow control (FC) 

sections of the three element control configuration. A total demand signal is then 

sent to components that adjust FRV stroke, thereby positioning them as required by the 

control system. The system can be tuned to one set of response coefficients (i.e., 

proportional Band and Integral). The three element control tuning is setup for 100% 

steady state load which is the prevailing condition, and anticipated plant upsets that 

occur at and near full load conditions. Engineering concluded the FRV control system 

responded as expected based on the existing tuning of the system with a reset time of 

90 seconds. Engineering determined that although the settings were acceptable, FW 

Three-Element Controllers FC-417, FC-427, FC-437 and FC-447, and SG Level Controllers 

(LC) LC-417M, LC-427M, LC-437M and LC-447M have settings which are not optimum for 

controlling FW and SG level transients during plant shutdowns because they are tuned 

for 100% power conditions. The SGWLC system uses proportional and integral controllers 

(JB} manufactured by NUS Corporation. The SG Level Controllers (LC} are manufactured 

by NUS (N430}, Model number PIDA700 controllers. The SG FW Flow Controllers (FC) are 

manufactured by NUS, Model number PIDA700 controllers. 


The MBFP speed control program (JK} is designed to provide fixed differential pressure 

(dp) across FRVs between 0% and 100% power. The fixed dp actually available to the 

FRVs is the dp values minus static head and frictional losses. Tuning settings for 

common speed controller FC-419 included a 60 second lag in the plant load input to the 

MBFP speed control program to allow the SGWLC system to respond to steam flow changes. 

Controller performance requirements of FC-419 should have tuning settings of 250% 

Proportional Band (PB) (Gain equal to 0.4) and a reset (Integral) time of 90 sec. 

Tuning settings of FC-419 following the event were found to be 1000% PB (Gain equal to 

0.1) and a reset of 21.6 seconds. The As-Found settings of FC-419 would have an 

initial effect of slower response from the 22 MBFP. The low gain condition of FC-419 

is the reason for the initial slow response of MBFP 22 after the 21 MBFP was unloaded. 

As SG level controls drove the FRVs open, the FRVs dp was being challenged due to the 

slowed initial speed response from the 22 MBFP. The less than optimum settings of FW 

controllers and SG level controllers combined with the incorrect settings found on MBFP 

speed controller FC-419, resulted in the plant trip on high SG level. The MBFP speed 

control signal generator FC-419 (JK} is manufactured by NUS corporation (N430}, model 

number PIAD700. 


Extent of condition review determined that the condition is applicable to unit 3 which 

recorded a similar event in CR-IP3-2009-2494 for a RT on May 28, 2009 at 61% power due 

to SG high level during power reduction. Inadequate controller settings are applicable 

to other unit 2 and 3 controllers. As a result of complications from the unit 3 May 

28, 2009 RT, a combined CR-IP3-2009-2710 was initiated and it addresses critical 

controller settings and established Design Engineering as the responsible organization 

for control of critical controller settings. 


Cause of Event 


The direct cause of the RT was a turbine generator trip due to a high 23 SG level. 

The root cause was inadequate design control of the proportional band and reset tuning 

settings for critical plant controllers. There was less than optimum controller 

settings on the MBFP speed controller, FW controllers, and the SG level controllers for 

low power operation. 
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The following significant contributing causes (CC) were identified: CC1: Vague 

procedural guidance for securing the FW system at low power operations coupled with a 

human performance issue regarding the rate at which the speed was manually reduced on 

the 21 MBFP. Removing the 21 MBFP from service at a slower rate would have provided 

the 22 MBFP with a longer response time. The longer response time would allow the 22 

MBFP more time to respond to the change in FW flow from the 21 MBFP and more closely 

match the change in FW flow. CC2: Untimely corrective action from previous root cause 

analysis (RCA). CR-IP3-2009-2710 included a RCA for a unit 3 automatic RT due to a 

high 32 SG level and engineering evaluated the optimum settings for SG level 

controllers (LC-417M, LC-427M, LC-437M and LC-447M) and FRV controllers (FC-417, 

FC-427, FC-437 and FC-447) for both units 2 & 3. The implementation of the recommended 

optimum settings have not been completed for either unit. 


Corrective Actions 


The following corrective actions have been or will be performed under Entergy's 

Corrective Action Program to address the cause and prevent recurrence: 


• I&C procedures that have been developed from I&C Preventive Maintenance (ICPM) 

documents have been reviewed to ensure that the instrument calibration 

requirements documented in the ICPM have been transferred into the applicable I&C 

procedures. 


• A list of unit 2&3 critical controllers was generated, and the Equipment Data 

Base was updated with known existing settings. 


• Procedure 2-SOP-21.1 (Main FW System) was revised to provide guidance to 

operators to decrease MBFP speed slowly over a ten minute period when securing a 

MBFP to minimize SG level perturbations. 


• I&C procedures will be reviewed to identify changes to ensure controller 

calibrations maintain required settings. 


• I&C procedures will be revised to incorporate testing of critical parameters. 

• An Engineering Evaluation will be issued and the Equipment Data Base updated in 


the IPEC work control program (IAS Passport) with findings on controller settings 

information based on conclusions of extent of condition evaluation. 

An engineering change (EC) will be prepared for both units 2 & 3 to revise SG 

control system controller mode settings to the engineering determined optimum mode 

setting for the FRV controllers (FC-417, FC-427, FC-437 and FC-447). The EC will 

include optimized mode settings for the SG level controllers (LC-417M, LC-427M, LC
437M and LC-447M). 


• An inspection will be performed at units 2&3 of other critical controllers to 

collect data on existing proportional band and reset values. 


• Operations procedures for plant shutdown at low power will be revised as 

necessary based on a review of the event. 


• The MBFP speed controller FC-419 proportional band and reset timing settings have 

been reset to accepted engineering values. 
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Event Analysis 


The event is reportable under 10CFR50.73(a)(2)(iv)(A). The licensee shall report any 

event or condition that resulted in manual or automatic actuation of any of the systems 

listed under 10CFR50.73(a)(2)(iv)(B). Systems to which the requirements of 

10CFR50.73(a)(2)(iv)(A) apply for this event include the Reactor Protection System 

(RPS) including RT and AFWS actuation. This event meets the reporting criteria because 

an automatic RT was initiated at 10:58 hours, on September 3, 2010, and the AFWS 

actuated as a result of the SG high level condition. On September 3, 2010, at 13:11 

hours, a 4-hour non-emergency notification was made to the NRC for an actuation of the 

reactor protection system {JC} while critical and included an 8-hour notification under 

10CFR50.72(b)(3)(iv)(A) for a valid actuation of the AFW System (Event Log #46229). As 

all primary safety systems functioned properly there was no safety system functional 

failure reportable under 10CFR50.73(a)(2)(v). 


Past Similar Events 


A review was performed of the past three years for Licensee Event Reports (LERs) 

reporting a RT from a TT due to a SG high level or FW flow malfunctions. No LERs were 

identified that reported high SG level initiated RTs. There were three LERs that 

reported RTs caused by malfunctions of MBFPs that resulted in decreasing SG levels. 

LER-2008-001 reported a RT due to decreasing SG levels caused by decreasing MBFP speed 

as a result of radio frequency interference from camera use near the MBFP speed control 

processer. LER-2008-003 reported a RT due to decreasing SG levels caused by a turbine 

runback due to a failed MBFP runback circuit bistable with the control switch 

mispositioned to Armed. LER-2009-002 reported a RT due to decreasing SG levels caused 

by a loss of the 21 MBFP and failure of the main turbine to automatically runback. The 

21 MBFP failure was due to a failed autostop oil line. These LERs did not have similar 

causes to this LER therefore their corrective actions would not have prevented this 

event. 


Safety Significance 


This event had no effect on the health and safety of the public. There were no actual 

safety consequences for the event because the event was an uncomplicated reactor trip 

with no other transients or accidents. Required primary safety systems performed as 

designed when the RT was initiated. The Auxiliary Feedwater System (AFWS) {BA} 

automatically started as designed due to automatic trip of the MBFPs as a result of 

closure of the MBFP discharge valves from the SG high level condition. 


There were no significant potential safety consequences of this event under reasonable 

and credible alternative conditions. The RPS is designed to actuate a RT for any 

anticipated combination of plant conditions including a direct RT on TT unless the 

reactor is below approximately 20% power (P-8). The analysis in UFSAR Section 14.1.8 

concludes an immediate RT on TT is not required for reactor protection. A RT on TT is 

provided to anticipate probable plant transients and to avoid the resulting thermal 

transient. If the reactor is not tripped by a TT, the over temperature delta 

temperature (OTDT) or over power delta temperature (OPDT) trip would prevent safety 

limits from being exceeded. During this event the SG level control system functioned 

as designed and initiated a TT. A RT and the increase in SG level is a condition for 

which the plant is analyzed. 
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This event was bounded by the analyzed event described in FSAR Section 14.1.10, 

"Excessive Heat Removal Due to Feedwater System Malfunctions." Excessive FW additions 

is an analyzed event postulated to occur from a malfunction of the FW control system or 

an operator error which results in the opening of a FW control valve. The analysis 

assumes one FW valve opens fully resulting in the excessive FW flow to one SG. For the 

FW system malfunction at full power, the FW flow resulting from a fully open control 

valve is terminated by the SG high level signal that closes all FW control valves and 

trips the MBFFs. Trip of the MBFFs automatically actuates the AFWS. The SG high water 

level signal also produces a signal to trip the main turbine. A TT initiates a RT. 

The analysis for all cases of the excessive FW addition initiated at full power 

conditions with and without automatic rod control, show that the minimum DNBR remains 

above the applicable safety analysis DNBR limit, the primary and secondary side maximum 

pressures are less than 110% of the design values, and all applicable Condition II 

acceptance criteria are met. 


For this event, rod control was in automatic. All control rods did not indicate fully 

inserted as the Individual Rod Position Indicator (IRPI) for rod H-8 indicated 38 steps 

withdrawn and its rod bottom light failed to light. Rod H-8 was verified to be fully 

inserted by alternate means. Troubleshooting determined that two electrolytic 

capacitors of IRPI required replacement. The AFWS actuated and provided required FW 

flow to the SGs. RCS pressure remained below the set point for pressurizer PORV or 

code safety valve operation and above the set point for automatic safety injection 

actuation. Following the RT, the plant was stabilized in hot standby. 
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